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Introduction:
Simulation-driven techniques in science and engineering are now becoming viable with the increasing
availability and affordability of computation power. In Computer-Aided Manufacturing, simulation-
based methods can be thought of as low-code alternatives to traditional computational geometry-based
approaches for generating high-speed toolpaths. Over the long term, the cost of additional computing
power is more than offset by the cost savings of not having to maintain complex software 1. However,
simulation-based techniques are still too compute-intensive for the average computer and for interactive
use. In this paper, we show how deep neural networks (DNNs) can significantly improve the performance
of a simulation-based method for computing high-speed 2.5D toolpaths.

Despite the success of DNNs in many fields, it is still challenging to use DNNs in domains with little or
no margin of error. This is because DNNs generally give over-confident results (in classification problems)
and do not directly report any measure of confidence in their output (in regression) [3]. The lack of an
accuracy measure often restricts their use to error-tolerant domains. In toolpath generation, the margin
of error must be very low, and using DNNs in CNC machining requires robust uncertainty estimation. In
this paper, we also present a novel method for assessing the accuracy of the results predicted by a DNN
that adds a suitable inductive bias when training the model. Uncertainty estimation also enables us to
identify model failures and retrain the model on the failure cases for improved accuracy in a reinforcement
learning loop.

Simulation-based Toolpath Generation:
Deep learning methods are increasingly being used to accelerate simulations in many fields. DNNs
today accelerate fluid flow simulations [12], seismic wave simulations [11], material and micro-structure
simulation [14, 10], and molecular system dynamics [16]. The methods vary widely in how and where
they are applied in the process. However, learning-based methods are increasingly gaining acceptance

1In the case of desktop software, the user bears the additional computation cost, and the cost savings from not having
to maintain complex code accrue to the software developer. Eventually, however, the cost savings get passed down to the
users directly and indirectly via a more robust application.
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Fig. 1: Post-processed toolpaths for an L-shaped pocket with islands using the method described in [2].
Extreme Right: Pixel-based tool engagement computation.

into scientific computing, where, until recently, such techniques were eschewed for their uncertain nature
and lack of accuracy.

In an earlier paper [2], we described a simulation-driven boundary-following algorithm for generating
high-speed toolpaths for 2.5D pockets (see Fig. 1 for some results). The technique was a low-code and
easy-to-implement approach for computing high-speed curvilinear toolpaths. However, the method was
computationally too intensive for interactive applications. Some simulation-based methods, like ours, are
difficult to scale out since one only has a single simulation environment where multiple actions cannot be
simultaneously explored.

In this paper, we extend the work done in [2] by accelerating the computationally intensive part of
the process using a convolutional neural network (CNN). In [2], we compute the toolpath incrementally
as a series of small, fixed-length segments. The orientation of a particular segment is computed based on
the direction of the previous segment and the tool engagement value computed at the current segment.
To determine the next movement direction, the tool engagement values at several orientations are calcu-
lated, and the one closest to the desired engagement is chosen. Computing the tool engagement value
involves capturing two copies of a small region of the framebuffer in the neighborhood of the tool and
calculating the difference in the count of pocket pixels in these two copies (see Fig. 1 (extreme right)).
Synchronization requirements between the CPU and the GPU bottleneck this part of the process.

One way to speed up the simulation process is to reduce the number of orientations evaluated at each
step. This can be done by analyzing the tool’s neighborhood and estimating the most likely direction for
tool movement. However, implementing a conventional algorithm to solve this problem can be tedious
and error-prone since one must account for numerous possible neighborhood configurations. Today, such
problems, that are difficult to solve analytically but where there is sufficient amount of labeled data
available, are best solved using a DNN.

Over-confidence and Accuracy Assessment of DNNs:
Modern DNNs have a large number of parameters, which increases prediction accuracy but may simul-
taneously pressurize the network to memorize the data. Various regularization techniques are therefore
incorporated into the network so that the network generalizes to unseen input data. Regularization pe-
nalizes complex models and reduces overconfident predictions by discouraging overly complex decision
boundaries. However, getting the amount of regularization just right can be challenging. It is often
impractical to train a DNN on all possible input cases. Training the network to recognize all types of
adversarial input is also tricky. A large amount of data is also challenging to obtain and adversely affects
the training time. Due to all this, DNNs are rarely properly calibrated [5]. Additionally, because of
how the cross-entropy loss is computed in classification models, the network always makes very confident
predictions [1].

Accuracy assessment of the predictions from a DNN (or any machine learning model for that matter)
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Fig. 2: A random sample of input training images (66x66 pixels) with the target tool movement angles.

is a long-standing open problem, with much ongoing research [5, 6]. For classification problems, post-
processing techniques where the penultimate layers of the network are analyzed can be used [5, 9]. The
network can also be trained to recognize outliers and report them during inference [4]. A more generic
technique is to use an ensemble of models, where predictions from multiple networks are averaged and
analyzed. Ensemble methods can be used to determine the accuracy of both classification and regression
models [7, 8].

In this paper, we propose a novel method for determining the accuracy of regression models in
simulation-based techniques. We note that this technique can be used only for a limited class of problems,
where additional side-effects of the simulation can be used to add inductive bias to the model. Our tech-
nique is tangentially related to some ideas from physics-guided machine learning [13] and physics-informed
neural networks [15].

Generating the Training Data:
The data for training the DNN is generated using the brute-force simulation method described in [2].
As much data as required for training a DNN can be generated by running the brute-force simulation
method on different pocket shapes and tools. For the results reported here, we trained the CNN model
(see Fig. 3) on approximately 25k input images. An addition 5k images were used as a test or validation
set. In the brute-force method, we capture a small region in the neighborhood of the tool and determine
the next tool movement angle by computing the tool engagement along several different directions. We
generate the input data by saving the captured neighborhood region as an image. For the target data,
we compute the angle that the determined tool direction makes with the x-axis. A set of captured input
images is shown in Fig. 2 along with the target angles. In these images, the tool is rendered in white,
the area outside the pocket is in light gray, the remaining material is in a darker shade of gray, and the
already cut material is colored black.

Models and Performance
A simulation-based toolpath generation strategy involves an agent and an environment and required
balancing exploration with exploitation. One may, therefore, advocate the use of a reinforcement learning
algorithm for this case. However, for this study, we already have a simulation-driven strategy developed
in [2], and the aim is to accelerate the computation rather than discover a toolpath strategy from scratch.
Since our training data consists of images, it immediately suggests using CNNs. However, our input
data (see Fig. 2) occupies a much lower-dimensional space within the domain of images, so even a fully
connected network is likely to perform equally well. Alternately, vision transformers can also be used,
but they are both slow and difficult to train, so we ignored them after some initial testing.

Fig. 3 (right) shows the performance of a fully connected (FC) model and a CNN model (the ar-
chitecture of which is shown in Fig. 3 (left)). At ±10◦ tolerance (we execute the brute-force method
within this range to determine the final move direction), both the FC and CNN models have nearly the
same accuracy. However, at 2.36 million, the FC model requires more than an order of magnitude of
parameters to reach the same level of performance as the CNN model with only 144K parameters. The
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Fig. 3: Left: CNN model architecture. Right: Accuracy of the models at different angular tolerances.

results reported in this paper were all generated using the CNN model shown in Fig. 3 (left).

Accuracy Assessment and Results:
Existing techniques for computing a confidence score for neural networks are all generic methods applica-
ble irrespective of the problem domain. We show that for a certain class of problems, there are potentially
more robust methods for estimating the confidence of a neural network.

Our method consists of training the network to predict one or more additional target parameters (see
Fig. 3 (left), where the last layer of the CNN outputs two target values). During training, the sum of the
loss across all the targets is minimized. During inference, the system takes action based on the primary
target value predicted by the model. It then compares the computed additional values with the predicted
ones to determine the accuracy.

The novelty of our method lies in counter-intuitively training the neural network to predict these
additional values. For toolpath generation, the primary target is the tool movement angle, and the
additional target is the engagement value. Apart from helping us determine the accuracy of the prediction,
an additional value, like the potential tool engagement, adds an inductive bias to the model. A physics-
based inductive bias can guide the optimization of the network in the right direction, ensuring that the
network learns the right abstractions. Other additional parameters like the previous tool move direction
can also be added.

Fig. 4 shows the resulting toolpaths for some scenarios – when using the CNN model without any
fallback and tolerance (left), with fallback and ±10◦ tolerance (middle), and with accuracy measurement
and fallback (right). As can be seen in Fig. 4 (left), if we only use the angle predicted by the CNN
model, the model fails in many cases (the ±1◦ tolerance accuracy of the model is only around 77%).
Sometimes, the model’s errors in one place get magnified later when the tool moves over the previously
cut section and encounters regions far from what it has seen in training. With fallback and tolerance
(see Fig. 4 (middle)), the algorithm evaluates a ±10◦ range centered on the direction predicted by the
CNN model and chooses the best direction from among these. In most cases, this approach results in
an almost usable toolpath. However, sometimes, such a toolpath can have some sharp corners and kinks
where the correct direction may fall just outside the tolerance range or is clearly wrong (see inset Fig. 4
(middle)).

No easy methods exist to identify these errors without some form of accuracy assessment. With
accuracy assessment, we compare the engagement value predicted by the network with that computed
when we move in the general direction predicted by the network. Suppose there is a significant difference
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Fig. 4: Toolpaths generated using predictions from a DNN - without any tolerance (left), with tolerance
(middle), with accuracy assessment and fallback (right).

in the predicted and computed engagement values (if the predicted values are assumed to distributed
normally around the actual value, then, for example, a value that is more than two standard deviation
away can be considered significant). In that case, we reject the prediction and fallback on the brute-force
method where a much larger range of angles ±90◦ is evaluated. Algorithm 1 shows an outline of this
method, where the function PredictDNN evaluates the CNN model and the FindBestMove function is
the brute-force function that evaluates all the angles in a given range centered around a given direction,
both functions returning an angle and tool engagement pair of values. The identified failure cases can be
stored and used to retrain the model in a reinforcement learning loop.

Algorithm 1: Assessing the accuracy of the move direction predicted by the CNN
Input: σ // standard deviation of the engagement value difference

ctx // the context neighborhood image input
Ptp = [p1, p2, · · · , pn] // points comprising the toolpath

Function FindNextMove(ctx, Ptp):
(θpred, εpred)← PredictDNN(ctx)

d⃗← (sin θpred, cos θpred) // direction predicted by the CNN model
(θbest, εbest)← FindBestMove(Ptp, d⃗,±10◦)
if |εpred − εbest| > 2σ then

d⃗← pn − pn−1 // direction of the last toolpath segment
(θbest, εbest)← FindBestMove(Ptp, d⃗,±90◦)

end
return θbest

At first glance, our system may seem similar to multi-target DNNs (MT-DNNs) (see [17]). However,
while MT-DNNs try to club multiple tasks into the same model, our approach trains the model for a single
task but adds multiple redundant targets. Also, in MT-DNNs, the additional targets are not actionable,
and there is no attempt to measure the accuracy of such systems using these additional target values.

Performance Improvements:
In the brute-force version of the simulation-based method as described in [2], each step in the process
required, on average, the evaluation of around 180 different angles (from −90◦ to 90◦, in 1◦ increments).
It is possible to reduce this number by adding various heuristics to break out early from the evaluation
as soon as a likely direction is found. It is also possible to evaluate the full angle range progressively.
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However, this increases the number of edge cases that must be specially handled and complicates an
otherwise simple algorithm.

With a DNN, we can reduce the number of evaluated angles by 9 fold to the range −10◦ to 10◦

centered around the direction predicted by the DNN. The fully connected and the CNN models both
gave over 95% accuracy on the test data when the accuracy was evaluated in the ±10◦ range (see Fig. 3).
To the net time taken, we must add the model inference time. However, in practice, the inference time
is negligible compared to the time taken to copy the framebuffer regions from the GPU to the CPU. The
inference overhead is small because, although the models contain many parameters, the computation is
carried out in a highly vectorized form in both CPU and GPU.

Conclusions:
In this paper, we have suggested a novel method for adding inductive bias to a neural network model
by having it predict additional target parameters. We have shown that for simulation-based methods
where backtracking at least one step is possible, one can measure the accuracy of the network prediction
by comparing the simulation-generated value of the additional parameter with that predicted by the
network. This approach makes it possible to use DNNs for scientific and engineering simulations where
high accuracy is expected at each and every step of the process.

We have also shown how a simulation-driven toolpath generation algorithm can be accelerated by
over an order of magnitude by narrowing the range of the angles explored using a DNN. Even with
these measures, there is still a possibility where the DNN predicts a wrong direction of movement but an
engagement value valid for the incorrectly predicted direction. The overall algorithm must be designed so
that it is possible to detect such worst-case problems. We, therefore, additionally perform gouge checks
and check for toolpath smoothness in regions where tool engagement is high and near constant.
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