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Introduction:  

Recently, the acquisition of point clouds using small mobile devices such as iPads and iPhones has 
become common, and it is possible for non-experts in 3D scanning to acquire point clouds of objects 
and environments around them and to create virtual spaces easily. The point clouds are often 
generated by a mounted small LiDAR device or photogrammetry. However, the quality of point clouds 
varies depending on the method of point cloud acquisition. Low-quality point clouds with a large lack 
of points, variation of point densities, and high-level noise could often be acquired due to the surface 
properties of the target objects (Fig.1(a)). As a result, low-quality meshes with undesired bumps or 
large holes are obtained (Fig.1(b)). There is room for improvement in the rapid generation of useful 
meshes using existing methods [1].  

In this paper, a simple and fast algorithm for low-poly mesh generation from low-quality point 
clouds is presented. Our method is based on Gao’s method [2] for low-poly mesh generation from 
given high-density meshes of buildings. In our method, the low-quality point clouds are projected 
onto the 2D planes, and contours are created by image processing techniques, and the final mesh is 
obtained as an intersection of swept volumes of contours. 

                               

(a)                                                        (b) 

Fig. 1: Point clouds acquired by a mobile device and generated 3D meshes [3]: (a) Low-quality point 
clouds and (b) Meshes generated by existing methods. 

 

Proposed method for generating low-poly meshes from low-quality point clouds: 
Method Overview 

The input of the method is a low-quality point cloud of the target object acquired by small mobile 
devices, as shown in Fig. 1(a). The output of the method is a low-poly 3D mesh with regularities such 
as symmetry, parallelism, and orthogonality. In this study, a projection-based simplified mesh 
generation method for buildings proposed by Gao et al. [2] is extended to generate a low-poly mesh 
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from a low-quality point cloud. In Gao's method, the low-poly mesh is created by simplifying the mesh 
of the intersection of swept volumes of silhouettes obtained by projecting a given high-density mesh 
in multiple directions. This method has the advantage of allowing the application of 2D image and 
geometry processing. In our method, noise removal, hole filling, and regularization are done by 2D 
processing. Because the final 3D mesh is represented by the intersection of a set of swept volumes of 
2D projections (silhouettes) of a point cloud, the target objects of our study are limited to the objects 
whose major surfaces appear in the silhouettes, such as office supplies, furniture, and home 
appliances.  

Fig. 2 shows an overview of the method proposed in this study. First, the projection direction 
that can adequately capture the geometry of the major surfaces of the object is determined by 
evaluating the normals of the point cloud (A1). Then, the input point cloud is projected onto planes 
perpendicular to the projection directions to create a set of silhouette images. Noise removal and 
hole completion are performed by image processing techniques considering symmetries, and a set of 
silhouette contour polylines is extracted (A2). Next, the polylines are simplified and regularized (A3). 
Finally, a set of primitives is generated by sweeping the contour polylines along the projection 
directions, and the simplified intersection of primitives is extracted as a low-poly mesh (A4). Features 
of the proposed method include fast and robust generation of low-poly mesh with regularities by 
simple 2D image and contour processing from low-quality point clouds. 

 

Fig. 2: Overview of the proposed method. 

 
Projection direction determination 
In this study, it is assumed that the silhouettes can capture the geometry of the major surfaces of the 
object from three directions of the top, front, and side views of the input object (Fig.3). The projection 
direction to obtain the top view is denoted by 𝒗1, and it is extracted as the normal of the floor detected 
by plane fitting using RANSAC. Next, the second direction 𝒗2 is determined by using projected normals 
of the object on a plane 𝑝1 perpendicular to 𝒗1. First, normals {𝒏𝑖} of the points that satisfy |𝒏𝑖 ∙ 𝒗1| <
𝜏𝑛 are projected onto the plane 𝑝1. Second direction 𝒗2 is determined as the direction in which the 
projected normals {𝒏̂𝑖} are concentrated. This direction can be obtained by Equation (1) (Fig.3). 

𝒗2 = arg max
𝒏̂𝑖∈𝑁

|𝑆𝑖| ,  𝑆𝑖 = {𝒏̂𝑗|𝑎𝑛𝑔𝑙𝑒(𝒏̂𝑖 , 𝒏̂𝑗) < 𝜏𝜃}   (1) 

Where, 𝑁 is a set of projected normals, 𝑎𝑛𝑔𝑙𝑒(𝒂, 𝒃) is the angle between 𝒂 and 𝒃, 𝜏𝜃 is a threshold. The 
third direction 𝒗3 is calculated by the outer product of 𝒗1 and 𝒗2.  
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(a)      (b) 

Fig. 3: Projection directions: (a) Calculation method of projection direction and (b) Normal voting.                 
 
Silhouette contour polyline extraction 
First, the SOR filter for noise removal is applied to the input point cloud and the resulting point cloud 
is projected onto a plane perpendicular to the projection directions 𝒗𝒅 (where 𝑑 ∈ {1,2,3})  and 
silhouette images 𝐼𝑠

𝑑  are created. Here, each 𝐼𝑠
𝑑  is a binary image where white cells represent the 

foreground (object) including projected points and black cells are the background as shown in Fig. 
4(a). Next, a closing operation based on morphology is applied to 𝐼𝑠

𝑑  to remove small holes and 
interpolate the lack of points. Then, holes are detected as the connected background pixels, and if the 
size of the holes is smaller than the given threshold, the holes are filled. Finally, the opening operation 
based on morphology is applied in order to remove noises, and the modified silhouette images 𝐼𝑚

𝑑  are 
obtained as shown in Fig. 4(b). 

Symmetries of each 𝐼𝑚
𝑑  are detected. First, each image size is adjusted to the AABB of the 

foreground of modified images, and the degree of the symmetry 𝑟𝑠𝑦𝑚 is evaluated using Equation (2). 

𝑟𝑠𝑦𝑚 =  
|𝑅𝑜𝑟𝑔∩𝑅𝑚𝑖𝑟|

|𝑅𝑜𝑟𝑔|
       (2) 

Here, 𝑅𝑜𝑟𝑔 is a pixel set of foregrounds of the image and 𝑅𝑚𝑖𝑟 is one for the mirrored image. 𝑟𝑠𝑦𝑚 is the 

rate of common foreground pixels in the original and mirrored images. If 𝑟𝑠𝑦𝑚 > 𝜏𝑠 (𝜏𝑠 : threshold), the 

silhouette is considered symmetrical and the half image of the intersection between the original and 

mirrored images is extracted as 𝐼ℎ
𝑑  as shown in Fig. 4(c). Finally, the contour polylines (point 

sequences) of 𝐼ℎ
𝑑 for symmetric silhouette or 𝐼𝑚

𝑑  for the others are extracted as shown in Fig. 4(d). 
 

       
(a)      (b)                                     (c)                  (d) 

Fig. 4: Projected image and contour polyline: (a) Projected image, (b) Silhouette image, (c) Half image, 
and (d) Contour point sequences. 

 
Shaped contour generation  
To remove small undesired bumps on the contours, polyline smoothing is applied as shown in Fig. 

5(a). In our method, an extension of the - algorithm [4] is used. In this method, the smoothing 
strength is adaptively controlled to keep the small shapes of the input object. We assume that the 
small shapes to be preserved are represented by multiple points, and unfewer points in the point 
clouds represent undesired bumps caused by the noiseUnder this assumption, the number of 
projected points 𝑠𝑖 in the image cell corresponding to the vertex i of the contour polyline is used to 
control the strength of the smoothing. In our method, a weak smoothing operation is applied to 
vertices that have large 𝑠𝑖 by adjusting the coefficients in the iteration of the smoothing operation. 
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After polyline smoothing, the simplified contour polylines are extracted using the Douglas-Peucker 
algorithm as shown in Fig. 5(b).  

Then, the regularization is done for simplified contour polylines. First, circular arcs of the 
polylines are detected by RANSAC, and vertex positions on the detected circular arcs are moved to 
the detected circles. For the others, an algorithm for regularizing 2D polygon proposed by Takahashi 
et al. [5] is used. In the method, regularities of parallel, orthogonal, co-planar, and regular intervals 
are imposed by using a graph-based representation of the regularities and the constrained least square 
fitting (Fig. 5(c)). If symmetrization has been performed, the contour polylines are duplicated and 
mirrored to generate the entire contour polylines as shown in Fig. 5(d).   
 

                     
              (a)               (b)                (c)                      (d)                     (e)                           (f) 
Fig. 5: Flow of primitive generation: (a) Smoothed polylines, (b) Simplified contour polylines, (c) 
Regularized polylines, (d) Entire contour polylines, (e) 2D triangular meshes, and (f) primitives. 

 
Low-poly mesh generation 
2D triangular meshes of the silhouettes are created by applying two-dimensional constrained 
Delaunay triangulation (Fig. 5(e)) to the resulting contours, and then primitives are generated by swept 
operation of each 2D mesh along the corresponding projection direction (Fig. 5(f)). Finally, a 3D low-
poly mesh is obtained by calculating the mesh of the intersection of generated primitives and 
simplifying the intersection mesh. 

Results and Evaluations: 
The point clouds of objects for experiments were acquired using iPhone 15 Pro and 3D scanning 
software [3]. Photos, point clouds, and generated 3D meshes are shown in Fig. 6, including a number 
of points, and a number of vertices and triangles of the generated meshes. The large-scale noises and 
large lack of points can be seen in the point clouds. The results showed that large lacks of points are 
appropriately filled and low-poly meshes with regularities are generated by using our method. Also, 
it was confirmed that the projections from three directions derived by the point normals could capture 
the geometries of major surfaces of the objects. In Fig. 6, the meshes obtained by the popular implicit 
surface reconstruction method (PSR) [6] and a 3D reconstruction software [3] are also shown. It was 
observed that the resulting meshes have incorrect surfaces, inappropriate holes, and small bumps. 
On the other hand, the low-poly meshes without such problems can be obtained using our method. 
The computation times were less than 3 seconds on a desktop PC (CPU: Intel(R) Core(TM) i7-14700F). 
Experimental results for other objects are shown in Fig. 7. Although due to the nature of the method, 
some concave portions of the object cannot be recovered appropriately, low-poly meshes that capture 
the major surfaces of the objects could be obtained. To improve the detail features and concavities of 
the resulting meshes by increasing the projection directions and using depth information at each view 
are included in future works.    

Conclusions: 
In this paper, we proposed a method for generating low-poly meshes from low-quality point clouds. 
The method is based on 2D projection of points, image and contour processing, and intersection 
extraction of primitives generated by contours. In image processing, symmetrization, noise removal, 
and hole filling are achieved, and in contour processing, regularization and simplification are realized. 
Through experiments, it was confirmed that the proposed method enables the generation of low-poly 
meshes from low-quality point clouds of small, simple objects. Future work includes the improvement 
of detail reproducibility by increasing the projection directions and using depth information at each 
view. 
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Fig. 6: The resulting low-poly meshes and a comparison with existing methods. 
 

Fig. 7: Resulting low-poly meshes of other objects. 
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