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Introduction:

Automatic measuring and monitoring technologies make great revolution to modern agriculture in the 21st
century. High-throughput, precision, and non-destructive plant phenotyping measurement has become
a key issue in agricultural field. Researchers obtain 3D structure information of plant by reconstructing
3D models of plant such as point cloud [5, 6]. Point cloud is a kind of data that can represent 3D depth
information. In recent years, the application of deep learning methods on images has achieved amazing
results. However, the application of deep learning methods on point cloud is still potential for exploration.

The existing deep learning methods for point cloud data [4] are mainly developed from two aspects.
One is non-point-based methods , such as multi-view-based [9], and voxel-based [12]. The other is point-
based method, such as PointNet [8] network, which provides an end-to-end learning method that can
directly process point cloud. It is strong, but it does not have the ability to capture local information,
so PointNet-+-+ [7] was proposed for iterative feature extraction through the field of each point so that
the network can better extract the local features of the point cloud.

In plant phenotyping research, we want to automatically obtain plant phenotypic parameters through
three-dimensional point clouds. One of the key steps is to segment the point clouds of different scenes by
an instance. Then we can obtain the number, position and size of the plants in the scene. We noticed that
the 3D-BoNet [11] point cloud instance segmentation network has the characteristics of simple design,
universal and efficient. The above network characteristics are worthy that we research deep learning
application for the acquisition of plant phenotypic parameters based on this framework.

In this study, we consider two segmentation tasks from 3D point cloud:

* Segmentation of plant from group scene: We have tried place different plant species, numbers,
and separation distance to obtain different plant group scene data. In order to meet the needs of
monitoring the growth of plants, it is necessary for us to automatically calculate how many plants
exist in this scene.
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* Segmentation of organs from an individual plant: We not only separate the ground from the plants,
but also to separate different individual plants in this plant group. So this task is to segment
each organ(such as leaf, fruit) from the point cloud of an individual plant, this segmentation would
further be processed for extracting some phenotypic parameters, such as leaf length, leaf width, the
number of each category organ and so on.

Plant Datasets Collection and Annotation:

Three crops were chosen for collecting images, including cucumbers, eggplants and tomatoes. The multi-
view images of each plant group or individual include 40 to 50 images shot from different positions
distributed in a hemispherical shape around the target plant. As shown in Fig.1. We used the SFM-MVS
(structure from motion and multi-view stereo) method to reconstruct the 3d point cloud. The collected
images were input into VisualSFM [2] software to automatically reconstruct the 3D point cloud of plant
population, the processing as shown in Fig.2. And the point clouds of different plant are shown in Fig.3.
Besides the point clouds of group plants generated from multi-view images, a group point clouds of
individual cucumber plants are also prepared. These point clouds are obtained through parameterized
3D modeling software, as shown in the Fig.4(a). Then we performed the annotation work on these
point clouds similar to the S3DIS dataset [1] to obtain data that can be trained and tested. We use
Cloudcompare software to divide the points of different semantic labels and different instance labels into
different parts, as shown in Fig.4.

(a) Original cucumber photo. (b) Original eggplant photo. (c) Original tomato photo.

Fig. 1: The original photos were taken using a Canon EOS 5D Mark III digital camera.

(a) The 42 multi-view photos of (b) Sparse point cloud generated (c) Dense point cloud generated
the same plant. by SFM method. by MVS method.

Fig. 2: The processing of SFM-MVS method to reconstruct plant point cloud.

Point Cloud Instance Segmentation Network:

The main structure of 3D-BoNet is divided into a backbone network and two branch networks:

* Backbone network: The backbone network is mainly responsible for the feature extraction of
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(a) Original cucumber point cloud. (b) Original eggplant point cloud. (c) Original tomato point cloud.

Fig. 3: Point cloud of different kinds of plants.
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Fig. 4: Annoatation of plant point cloud.

point clouds. In 3D-BoNet, PointNet or PointNet++ is used as the backbone network to extract
the local and global features of the point cloud for input to the subsequent branch network.

* The bounding box prediction branch: The core part of 3D-BoNet is the prediction of the
bounding box branch. The main purpose of this branch is to predict the bounding box of the
instance through the global feature information extracted from the backbone network.

Experiments:

We train the instance and semantic segmentation network on the plant datasets based on this framework.
The semantic segmentation branch is the same as used in [10]. While using the training set of different
scenes, we also changed the two parts in the training process.

Training environment: Our training and testing are running on GTX 1660 super graphics card
and Intel i5 CPU core under Ubuntul6.04, tensorflowl.4, python3.6 and cuda 8.0. The settings of the
training datasets and testing datasets are shown in the Tab.1.

Using different backbone networks: The framework does not limit the use of any kind of network.
In our training experiment, we use PointNet and PointNet-++ backbone networks to train.

Data rotation augmentation based on point cloud: The leaves in our plant point cloud dataset
have obvious changes in the rotation characteristics, and the angles and directions of each leaf are varied.
Therefore, we need to augment the point cloud rotation of the dataset. After rotatation augumentation
in different directions and different angles, these differences are used to train the network. We rotate the
point cloud around the X-axis, Y-axis, Z-axis or X-Y-Z axis to create a new data set.

Results and Evaluations:

After each dataset had completed 100 epoch of training, the obtained network model is used to predict
semantic and instance label on the test point cloud. The visual result of the best prediction is shown in
the Fig.5 and Fig.6; When the threshold of IoU was set to 0.5 to evaluate the Mean Precision and Mean
Recall, we got the results shown in Tab.2 and Tab.3.
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\ Number of training datasets Number of testing datasets
Individual plant dataset) 32 4
Population plant dataset 16 4

Table 1: Training datasets and testing datasets settings

"

(a) original point cloud (b)ins_label (c)ins_pred (d) sem_label (e)sem_pred

Fig. 5: Segmentation results of plant population point cloud.

original Rot:XYZ
dataset
backbone mPrec mRec mPrec mRec
PointNet 0.788 0.667 \ \
PointNet++ | 0.875 0.897 0.829 0.743

Table 2: The mean precision and mean recall under different backbone networks and different augmen-
tation plant population datasets.

(a) original point cloud (b)ins_label (c)ins_pred (d) sem_label (e)sem_pred

Fig. 6: Segmentation results of individual plant point cloud.

original rot: X rot:
dataset X+Y+Z+XY7Z
backbone mPrec mRec mPrec mRec mPrec mRec
PointNet 0.543 0.442 0.571 0.55 0.674 0.721
PointNet++ | 0.636 0.488 0.634 0.634 0.809 0.884

Table 3: The mean precision and mean recall under different backbone networks and augmentation
datasets.

According to the above results and evaluation, we cand reach the following conclusions: (1) Detailed point
cloud features extracted from the backbone network can improve the effect of instance segmentation;
(2) Point cloud rotation augmentation has a significant impact in improving the segmentation effect
of individual leaf instances. This paper explores the application of deep learning in plant point cloud
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segmentation, which provides a direction for the subsequent research on automatic acquisition of plant
phenotypic parameters. The potential of deep learning-based point cloud processing in plant phenotyping
research maintains a hot topic and open challenge, which deserves more people’s attention.
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