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Introduction: 
Rehabilitation devices help patients to recover injured body parts such as elbow and knee joints [3]. 
Trajectory planning of rehabilitation exercises determines a suitable moving path to guide patients in 
daily recovery activities for body parts based on injured levels and joints [4]. It is expected that the 
rehabilitation process is smooth and comfortable. The existing trajectory planning are mainly manual 
methods that require physicians to plan the rehabilitation exercise trajectory [7], which is inefficient 
and inaccurate [1]. 

Reinforcement learning (RL) uses intelligent agents to plan actions in environments for maximum 
rewards [5]. Using RL, a rehabilitation device can autonomously learn and plan a trajectory for 
required exercise actions in different conditions. Based on the range of rotation angles and movement 
speed required in the rehabilitation of patients, a reward function can generate the optimal trajectory 
for patients to approach the target position in rehabilitation exercises efficiently and accurately [6].  

An integrated reward function is proposed in this paper to plan the trajectory of rehabilitation 
exercises. Based on injured joints of a patient recorded by motion sensors, the range of rotation angles 
and movement speeds are restricted and planed for the patient using RL. The rotation angles and 
movement speeds are reset for injured joints based on the daily progress of the patient recovery to 
improve performance of the rehabilitation. 

Main Idea: 
Azimuth reward function for rehabilitation exercise trajectory:  

Based on conditions of injured joints of a patient recorded by motion sensors, the maximum rotation 
angle and movement speed of injured parts can be defined. An Azimuth reward function is proposed 
to restrict the rotation angle of the exercise trajectory as follows.  
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where 
i  is the ith rotation angle of rehabilitation device. max

i  is the maximum rotation angle. 
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Speed reward function for rehabilitation exercise trajectory:  

The speed is defined by balancing efficiency and comfort of the rehabilitation exercise based on 
conditions of injured joints of the patient using Eqn. (2). 
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where V is the speed at an end point of the rehabilitation device. 
mV is the maximum acceptable speed 

of injured joints for a patient. 
aV is the average movement speed of a joint for healthy people. When 

the maximum acceptable speed of injured joints for a patient is lower than the average movement 
speed of a joint for healthy people, the speed reward function is defined as follows. 
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Position reward function for rehabilitation exercise trajectory:  

A position reward is defined to guide the device to approach the target point using Eqn. (4).   
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where det is the distance between an end point of the rehabilitation device and the target point.  
Trajectory planning using defined reward functions:  

By combining the Azimuth reward, position reward and speed reward, an integrated reward function 
for the rehabilitation exercise is defined in Eqn. (5). Where i is the total number of rotation angles of 
the rehabilitation device. 
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A flowchart of the training process is shown in Fig. 1. After training the RL model based on  Eqn. (5), a 
trajectory can be generated to guide patients in daily recovery exercises. Based on the progress of the 
patient recovery, the rotation angle and movement speed are reset to update the exercise trajectory 
using the trained model in RL. 

 

 

Fig. 1: The training process based on the reward function. 
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       a. Rotation angles test                          b. Rotation angles in the exercise 

 
Fig. 2: Rotation angles of the patient. 

 

No. Rotation angles of arms Maximum value 

1 shoulder flexion angle
1  90° 

2 shoulder abduction angle
2  120° 

3 elbow flexion angle
3  90° 

4 forearm pronation angle
4  70° 

5 wrist flexion angle
5  35° 

6 wrist radial deviation angle
6  50° 

 
Tab. 1: Maximum rotation angles of patient’s arm. 

Case study: 
A case study of the upper limb rehabilitation exercise for a patient with the injury arm is used to 
verify the proposed RL method for trajectory planning of the rehabilitation exercise. Injured levels and 
joints of a patient are recorded by motion sensors to determine the rotation angles and movement 
speed of the patient as shown in Fig. 2a. Maximum rotation angles of patient’s arm are defined as 
shown in Tab. 1. There are six rotation angles including shoulder flexion angle

1 , shoulder abduction 

angle
2 , elbow flexion angle

3 , forearm pronation angle
4 , wrist flexion angle

5  and wrist radial 

deviation angle
6 . The maximum acceptable speed pV of the arm movement is 0.45 m/s based on the 

injured level of the patient. The average movement speed of the arm movement for healthy people is 
0.6 m/s in daily activities.  

Based on maximum rotation angles of patient’s arm in Tab. 1 and maximum acceptable speed of 
the arm movement, a reward function is defined using Eqn. (5). Unity ML-Agents are used for the 
sysem implementation of upper limb rehabilitaiton planning as shown in Fig. 3 [2]. The model of 
upper limb rehabilitaiton device is trained in Unity. After training the model, the upper limb 
rehabilitaiton device can guide  patient’s injured arm to complete daily revovery exercise.  

Using the reward function in training RL agents, the convergence of the system is reached as 
shown in Fig. 4. The RL model convergence is achieved after 40000 episodes. The training process 
took approximately 6 hours. The trained agent is then used to generate the exercise trajectory as 
shown in Fig. 5.  
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Fig. 3: Simulation environment of the rehabilitation device using Unity ML-Agents. 

 

      
 

           Fig. 4: Convergence of the RL model.       Fig. 5: Recovery trajectory of end point of the arm. 
 

The trajectory is used by the device to guide the patient to complete daily recovery exercise. Based on 
the recovery progress monitored by motion sensors, the trajectory is regenerated to update the 
rotation angle and movement speed as shown in Fig. 6. The maximum elbow rotation angle in the first 
week is 90 degree. The maximum elbow rotation angles in the second and third week are 96 and 101 
degrees, respectively.  

Conclusion: 
This paper proposed an integrated reward function in the RL model for trajectory planning of 
rehabilitation exercises. The reward function was proposed to restrict and optimize the range of 
rotation angles and movement speed for patients with different injured levels and joints. A trajectory 
is generated automatically for rehabilitation exercises of patients to improve the daily performance of 
the recovery. By resetting rotation angles and movement speed of injured joints of patients based on 
the recovery progress, the restriction angles and speed are updated to generate new trajectory using 
the trained RL model. The performance of the rehabilitation is improved. 
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Fig. 6: Elbow rotation angles of the patient. 
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