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Introduction: 
Small visible defects often appear on the surface of parts during the manufacturing process. Visible 
defects directly affect the appearance of parts and the sales. Therefore, it is necessary to ensure the 
surface quality of parts, especially for daily used stuff (e.g., the surface of a watch or jewelry). Machine 
vision is a common and effective detection method for this purpose. At present, visual detection based 
on deep learning has made a great breakthrough in terms of accuracy [3],[8]. However, this method is 
not suitable for the production of small-scaled products, since it relies on a large amount of data to 
become effective, and the training of the deep learning model usually requires a very long time [6]. 
Typically, the production of a new design is limited to a small scale, and the initial sample is not 
sufficient for the detection function to predict small visible defects. In this study, we shall focus on 
the detection of the small visible defects. Note that there are visible defects and invisible defects on 
the surface of a dial (Fig. 1), and invisible defects do not affect the appearance and the sale of the 
product, therefore they are allowed in qualified products. Note that our method is also applicable to 
the other products. 

 

 
 

Fig. 1: Defects on a dial: (a) a dial, (b) visible defects, (c) invisible defects. 

Main Idea  
To address this issue, we develop a fast approach for small visible defect detection based on the 
fusion of multiple features using a small sample of data. Given an initial evaluation function based on 
a fairly small sample of data, we developed a recursive scheme to tune the coefficients of the 
evaluation function as the sample size increases during the production process. In other words, the 
evaluation function is updated by feeding it with new data as the production goes on. We shall show 
that this method can effectively prevent over-fitting, improve the prediction accuracy and enhance the 
robustness of the prediction model. To validate the proposed approach and illustrate our method, a 
test experiment using a patch of 500 watch dials (Fig. 1) was conducted, and the experimental results 
show that it can identify visible defects efficiently. 
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Preprocessing 
The role of preprocessing is to extract the ROI (Region Of Interest, including small visible defect 
regions and invisible defect regions) of the dial image. Given a set of dial images and a standard dial 
image, we shall preprocess them as follows: The standard mask of the standard image is obtained by 
edge detection. Then the image matching based on pyramid search strategy is used to match the 
standard mask and the dial image to mask the irrelevant regions of dial image, and then ROI of dial 
image is obtained by mean filtering and image difference. 

Canny edge detection [2],[7] can be used to find the boundaries of the standard mask. Edge 
detection starts with image smoothing by a Gaussian filter. The Gaussian function is as shown in Eqn. 
(1.1). 
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And then we applied a non-maximum suppression to the magnitude of the gradient of the standard 
image to determine the edge pixels. The magnitude of the gradient can be computed by Eqn. (1.2). 
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Where xg  and yg  are expressed in Eqn. (1.3). 
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Thereafter, we conducted a double-threshold processing and connectivity analysis. As a result, a 
standard mask can be obtained, which can be used to mask the irrelevant regions of the dial images. 
To reduce the match time, we applied a pyramid search strategy as follows:  

The pyramid data structure consists of 4 images. The lowest level of the pyramid is the original 
image. Subsequently, the image of the upper layer is obtained from a lower layer by low-pass filtering, 
and its resolution is lower than the image in the lower layer. 

When matching using the pyramid data structure, the standard mask is matched in a top-to-down 
fashion. Finally, the exact position of the standard mask on the dial is obtained. In this process, the 
Hausdorff distance is used to measure the matching rate [4]. 

Refer to Fig. 2 for an example, the dial images of each layer and the matching results are shown. 
From left to right, the image resolution and the matching accuracy become higher. 

 

 

Fig. 2: The process of matching, the green part of each image is the standard mask (transformed w.r.t 
the background image). 

 
As the transformation result of the standard mask relative to the current image is determined, the 
standard mask can be used to mask the irrelevant regions of the image. And then the mean filtering is 
applied to the image. Finally, the ROI can be extracted from the difference of image before and after 
the mean filtering, the calculation formula is as Eqn. (1.4). 

 ( , ) | ( , ) ( , ) |D x y g x y f x y  (1.4) 

Where ( )f x,y  is the image before mean filtering, ( , )g x y  is the image after mean filtering, and ( , )D x y  is 

ROI. 
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Statistical Analysis 
Multiple regression analysis (MRA) is performed on the regions extracted (by using preprocessing to 
extract the region) from 40 images (the images are from the initial sample image before the 
production process) to establish the evaluation function. The preliminarily selected variables are 

 1,2,3,4,5iF i , which are defined as follows: Area 1F  is the area of a defect; Convexity 2 0 / cF F F , 

where cF  is the convex hulled area of the region, and 0F  is the area of the region; Rectangularity 

3 / rF A A , where A  is the area of the region, and rA  is the area of the minimum enclosing rectangle 

of the region; length-width 4 /l wF L L , where lL  and wL  are the length and width of the minimum 

enclosing rectangle of the region, respectively. Compactness 2
5 11,{ / 4 }F max e F , where e is the 

peripheral length of the defect region. 
Next we use the stepwise regression method to further screen the variables [1],[5]. The basic idea 

of stepwise regression is to add the variables one by one. We use the F-test (p<0.1) to judge whether a 
variable is significant. 

With the above processing, only 1F , 2F , 
2

1F  and 
2

2F  are significant, other variables are not 

significant, and the evaluation function can be expressed in Eqn. (1.5). 

 
2 2

1 2 1 20 02527 17 0 000103 9 82 6 88Y . F F . F . F .  (1.5) 

In the equation, where Y  is the evaluation value. If the response value 0.5Y , the region is 

considered to be a visible defect, else otherwise.  
In addition, the accuracy of the evaluation function can be evaluated by Eqn. (1.6). 
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A high value of 2R  indicates a strong correlation between the variables and the value of Y . 

 
Recursive Tuning of the Coefficients of the Evaluation Function 
The original evaluation function can be further optimized by tuning the coefficients using the new 

data obtained from the production process. More precisely, in Eqn. (1.5), the coefficient 1 0.02527k , 

2 17k , 3 0.000103k , 4 9.82k , and 5 6.88k  need to be tuned. 

According to each region r extracted (by using preprocessing to extract the region) from 50 images 

(the images were taken from the production process), calculate its correction value 
(r)( 1,2,3,4,5)mk m  

corresponding to ( 1,2,3,4,5)mk m (in Eqn. 1.5) by following steps: 

To evaluate the difference between the evaluated value (Eqn. 1.5) and the actual value (1 or 0, 
visible or not, observed by the users), we define the loss function in Eqn. (1.7). 

 
( ) ( ) ( )* 21

Cos [ ( ) ]
2

r r rt Y Y  (1.7) 

where ( )rY  is calculated from Eqn. (1.5), ( )*rY  is the actual value of region r . ( )x  is the activation 

function for transforming the value of ( )rY  into a range of [0, 1] (since the value of ( )*rY  is either 0 or 

1), and can be expressed in Eqn. (1.8).  
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By taking the partial derivative of the loss function, the correction value 
(r)( 1,2,3,4,5)mk m  of the 

value 
( )r
mk  can be calculated in Eqn. (1.9). 
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where  is the step size, Vk is the values of variables. 

The correction value 
(r)( 1,2,3,4,5)mk m  is calculated from a single region r . However, the 

correction value of a single region cannot reflect the characteristics of all regions, and therefore we 
use the average of the correction values of all regions for this purpose. More precisely, we calculate 

the actual correction value ( 1,2,3,4,5)mk m , which is the average of the correction values of all 

regions extracted from 50 images, and its formula is shown in Eqn. (1.10). 
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Therefore, the value of mk  in Eqn. (1.5) is updated by Eqn. (1.11): 

 m m mk k k  (1.11) 

If the change of loss between two iterations is less than a user-defined threshold value, then the 
iteration is terminated. Through 12 iterations based on 50 images, the updated evaluation function is 
obtained in Eqn (1.12): 

 
2 2

1 2 1 20.0252717 17 00 0.000159397 9 82 6 88Y F . F F . F .  (1.12) 

In order to verify the method, we use 500 dials and 500 small jewelry accessories to do the test. The 
optimized evaluation function is used to predict the type of defects of the ROI (obtained by 
preprocessing). The prediction accuracy of dials and jewelry accessories is 95.8% and 94.8%. Fig. 3 and 
Fig. 4 shows example images and their prediction results. It can be seen from the result that our 
proposed algorithm can detect the defects successfully. Note that the products are cheap and 
therefore the accuracy level is acceptable, and that the accuracy can be further improved by using 
more data as the production goes on. 

Our method has no fixed time of accomplishing a full cycle. It takes less time to generate the 
evaluation function in the early stage, the overall time of one full cycle mainly depends on the time of 
evaluation function optimization: The longer the optimization process is, the higher the detection 
accuracy will be. In terms of the programming skills required by the user, our algorithm can be 
realized easily since it only involves a few critical math formulas (e.g., Eqn. (1.5) and Eqn. (1.12)).  

 

 

Fig. 3: Results of example defect images of dial. 
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Fig. 4: Results of example defect images of jewelry accessory. 

Conclusions: 
Fast visible defect detection is of critical importance for screening the unqualified products. For a 
small-scaled production, the evaluation function is usually inappropriate due to the lack of data. To 
address this issue, we proposed a scheme of tuning the coefficients of the evaluation functions based 
on the continuing tested parts. The experimental results show that this method can continuously 
optimize the detection model with the small samples, and overcome the low detection accuracy of the 
primary model. However, the initial evaluation of the truth still requires the intervention of users. How 
to automatically determine the truth is worthy of future research. 
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