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Introduction: 
The simulation of human work activity within digital factories is of growing importance because 
skilled workers are hard to find and the average age of the employees is increasing. However, for such 
simulations the motions of the virtual workers have to be created, which is highly time-consuming and 
as a consequence very expensive [4]. 

Motion simulation is based on key frame animation, which means that for every single frame of 
the simulation a posture of the virtual human model has to exist. Such animations can be generated 
either via motion capturing or by manually creating each posture [5]. Both methods have their benefits 
and drawbacks. Recording motion capture data requires a full-body motion capture system, which is 
very expensive in terms of acquisition and maintenance. Since existing motions can only rarely be used 
for a new task, there is a constant need of recording new motions. On the other hand, the resulting 
motion sequences are realistic and smooth. In a manual motion creation the planner has to construct a 
posture of the virtual human model for each single key frame. This includes dragging and rotating 
each joint into the desired position using the keyboard and the mouse and may lead to rather 
unrealistic motions. However, the designer has full control of the motion generation and he can adjust 
the motion whenever the environment changes.  

To integrate the advantages of both approaches, we suggest to use a basic dataset of motion 
capture files which can then be modified using an intuitive input device. Although existing electro-
mechanical devices can be used to create a new pose [2],[6], appropriate tools for the subsequent 
motion modification are still missing. Obviously, input devices that allow the modification of single 
poses only (see [7]) are not efficient to use. Rather, a method is needed to modify easily a whole 
motion sequence.  

In this paper, we present a puppet device that is comparable in structure with the one developed 
in [7], but allows the modification of motion sequences as a whole instead of only adjusting single 
postures. This offers many benefits for factory planners. The user is able to modify a given motion 
sequence in a dynamic and intuitive way. In addition, our puppet has more degrees of freedom (DOF) 
than other comparable input devices and its overall shape and size is based on the anthropometric 
dimensions of the human body. As a result of our puppet’s human-like appearance and its active 
feedback when performing a motion, highly realistic motions can be created. Our puppet is capable of 
both replaying existing motions on the puppet and recording the user’s input. For this we developed 
algorithms for controlling and interacting with the device.  

Structure of the System: 
While developing the input device, the focus was on a simple and intuitive control and animation of 
virtual human models.  

Analogous to a toy doll, the puppet’s joints and limbs can be moved and positioned. The relation 
of size between body and limbs follows the anthropometric dimensions of the 50th percentile of the 
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male residential population in Germany [1] and is uniformly scaled down to an appropriate size for an 
input device. This resulted in the puppet’s total size of 70 centimeter. Based on the anthropometric 
data a CAD model of the puppet was created and its components were generated via 3D printing. A 
prototype of the puppet without external covering is shown in Fig. 1 (a). The puppet is separated into 
six limb groups, each containing the corresponding joints (Fig. 1 (b)).  
 

 

 
 

Fig. 1: Structure of the puppet: (a) Prototype, (b) Skeleton and the six limb groups. 
 
Each group’s movement can be individually activated and deactivated by the user. This can be done 
either using the software or by pressing the integrated interaction button on the limbs of the puppet. 
Deactivated limb groups will not be moved during the playback of motions.  

As a result, a mechanical puppet, having 36 DOF, was built. Each DOF is controlled by a modified 
servo motor, which allows to trigger a desired joint angle as well as to read its current position. A 
schematic overview of the joints and their DOF is shown in Fig. 2. 
 

 
 

Fig. 2: Integrated joints: (a) Kinematic scheme, (b) Number of DOF for each joint. 

 
Each shoulder has four DOF − three for the rotation and one to pull the shoulder backwards and 
forwards. The range of motion, i.e. the joint angle limit, is an important factor in the assessment of 
human tasks during product and process planning. For example, when the engineer has to determine 
the capability of the worker to reach, grasp, or actuate various controls. In order to only permit 
realistic motions, end switches are integrated at the individual angle limit to guarantee that they 
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cannot be exceeded. Those angle limits are based on the measured data of joint motion ranges of the 
Anthropology Research Project of NASA [3]. Another advantage of the integrated end switches is that 
an automatic calibration of the servo motors can be performed. 

The puppet is attached to a stand at its lower back. This stand is positioned on a base box, which 
contains the power supply and a microcontroller. The controller offers two different ways to drive the 
puppet − via remote network control or via an integrated software. Playing back and requesting the 
joint angle data happens with 20 - 30 Hz, depending on the angular distance between two sequential 
postures. 

Software of the System: 
The software framework consists of two components: a GUI, which is installed on the controller, and a 
remote API. The remote API allows to control the puppet from another computer via network 
communication. The functions exposed by the API contain all features that are implemented in the 
framework. As a result, the user can configure the puppet, remotely load geometries and motions, 
start, pause or stop the motion playback. The motion sequence itself is sent via UDP protocol. Each 
datagram carries a single pose coded in ASCII format. The controller then loads the pose into the 
puppet device. 

The controller on the other hand reads back the values of each servo motor and sends the current 
joint orientations back via UDP protocol, in a preselected frequency. Therewith the modification of 
motion sequences is possible. 

The other component of the software framework, the GUI, monitors the current posture of the 
input device and visualizes it. The user is enabled to calibrate the puppet as well as to load, play back 
and save motions and ambient geometries. It is also possible to activate or deactivate the servo motors 
of each individual DOF. A screenshot of the visualization is shown in Fig. 3. 
 

 
 

Fig. 3: Screenshot of the developed software. 
 
When the user changes an angle joint of the puppet, the adjustment is transferred via a mapping 
function onto the virtual model. Beside the joint angle limits, the software also calculates the position 
of the joint angle hierarchy and stops the movement of single joints in order to avoid self-collision 
and collisions between the virtual model and the environment. 

Modification of Motion Sequences: 
Whenever the user wants to modify an animation, e.g. due to changes of the factory layout, he can start 
the playback within the software and the puppet begins to perform the motion sequence in a desired 
speed. In this way, the puppet is already positioned and oriented in the correct posture when the user 
decides to begin the modification at the favored frame of the sequence.  
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If single joints shall be modified, the joint or the corresponding limb group can be deactivated and 
adjusted during the playback. The system adopts the new position and aligns the motion accordingly. 
This process is iterative and can be repeated until the requested motion is generated. If this process 
leads to a collision with the environment, the software offers several options of how it should react. 
For an example, the system can reactivate the corresponding servo motors to solve this situation and 
avoid any collision. 

The deactivation of joints and therewith the corresponding servo motors, leads to a basic problem, 
namely to maintain the posture against the gravitational force and the acceleration force acting 
through the movement of the other servo motors. If the servo motors are turned off, then each joint 
falls back in its rest position. For the purpose of holding the adjusted posture an integrated 
mechanical system individually aligns each joint’s basic stiffness. Consequently a movement solely 
based on gravitational pull or on acceleration of the parent joint hierarchy is not possible.  

A possible scenario is shown in Fig. 4, where a straight ahead movement is modified into a curve 
shape in order to reach another table.  

 

 
 

Fig. 4: Modification of a motion sequence: (blue) original motion sequence, (green) changed motion 
path, and (red) added frames at the end of the sequence.  

Generating New Motions: 
Although our electro-mechanical puppet is designed to allow an easy manipulation of virtual human 
motion, it might be necessary to build a new motion sequence from the ground up. For this purpose 
the user can either start from scratch or resort to a given dataset of basic motion and adjust the 
selected one. The database contains common motion snippets like walk, carry or grab.  

In order to create new motions from scratch the user has to state their frame rate first. Then he 
begins to move one or more limb groups of the puppet by pressing the interaction button, which is 
integrated in every group. The software now receives the signal to record the movement of the 
corresponding limb hierarchy. The performed motion is transferred onto the virtual human model and 
visualized according to its context in time. As soon as the user releases the buttons, the recording is 
stopped and the current recording time is reset to the first frame. Now the user can continue with the 
recording of the next limb group. This can be repeated until every joint is defined. During this process, 
it is possible to play back the movement of already defined joints on the puppet as well as on the 
screen. This allows the user to better estimate the time progress of the motion. 

Conclusion and Further Work: 
The presented system, a human-like input device in combination with the software framework, 
addresses the needs of motion modification in advanced process planning. The API provides the 
ability to integrate the input device into existing planning software.  

Its intuitive handling enables the creation and manipulation of motions even by untrained users 
without prior knowledge and experience in animation editing. The motion performing puppet is giving 
them a fast visual and haptic feedback of their changes, which are mapped onto a virtual human 
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model in real-time. With its low expenditure of time and money compared to other solutions, it is 
applicable even to small and medium-sized enterprises.  

The next step in enhancing this system is to evaluate the puppet regarding its robustness and 
accuracy. In addition, we are going to extend the contained motion database. As part of this extension 
of the database, we plan to development methods for using the input puppet as a tool to perform 
queries for motion data. 
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