Introduction:
Digital factory planning and digital commissioning are important tools for process and production planning. Their main objective is to minimize costs by optimizing the factory layout in terms of process time and material flow. The focus of these planning methods recently has changed from the simulation of machine and material movements to a human factor oriented viewpoint—especially considering an aging workforce. In this process ergonomic methods are used for the evaluation and the identification of potential problem areas. At the moment, production simulations involving digital humans are mainly used in major enterprises, operating in the automotive and engineering sector. The high operational costs of available software systems, e.g. for necessary staff training, in combination with the enormous expenditure of time for creating a simulation, are substantial shortcomings which make this approach nearly inaccessible for small and medium-sized companies [9] [5]. To improve the usability of digital humans in simulations, methods are needed that avoid the time consuming process of manual programming by automatically creating work plans, actions and movements for digital humans. In this paper we present a software system “The Smart Virtual Worker” (SVW) [6] that has been developed as an experimental platform to demonstrate the feasibility of such an approach.

The SVW is capable of performing five different types of elementary actions (walkto, transport, align, assemble and disassemble) and for any particular action that is performed our software calculates ergonomic scores based on Method Time Measurement (MTM, [3]) and Rapid Upper Limb Assessment (RULA, [4]) for their evaluation. An Autodesk® Inventor® plugin [1] to our system is used to create a realistic virtual environment for the SVW. A task description for the SVW can either be imported with this plugin or created with the GUI of our software. Tasks for the SVW are internally represented as objectives. This means that any task is defined by criteria that must be met (the terminal objectives), rather than a specific action sequence to reach it. The actions to achieve the terminal objectives are generated by the planning algorithm that intends to minimize an objective function specified as a convex combination of the MTM and RULA scores of the movements of the virtual worker. The user can influence the optimization by providing the weights to the convex combination.

The task of finding optimal action sequences can be modeled as a shortest path problem in an abstract state space. However, the state space is fairly large and unstructured (to keep generality and extensibility)
and we can only compute costs and states as we traverse the space. Therefore, a world agnostic learning method seems appropriate, more precisely a reinforcement learning (RL) based state space search is used to determine an ergonomically optimal solution to the planning problem. See [7] for a detailed description of general RL techniques, and [8] for an exemplary application of RL methods in the SVW.

The RL agent has no a priori knowledge about the world and consequently does not distinguish between reasonable and unreasonable actions in any particular situation. Therefore the agent creates a tremendous amount of useless action sequences (until enough knowledge has been build up in the reward mechanism of the learning strategy) which results in high expenses for run-time and memory consumption. In this paper we report on our approach to reduce the computational costs by combining the RL with a reasoning mechanism, which pre-selects reasonable actions, and therewith counteracts the combinatorial explosion of the search space. To formalize the selection mechanism we introduce the concepts of objective spaces and their predecessors. An objective space \( O \) represents those states of the environment that satisfy given objectives and a predecessor is the collection of all states which can be transformed into elements of \( O \) with a single action of the SVW. By recursively generating the predecessors of objective spaces and storing them in the nodes of the objective tree we create a data structure that represents preconditions for actions to be performed. A locking mechanism on this tree is used to specify objectives that have to stay valid in the course of actions. Actions are considered invalid, if the achieved states do not satisfy all locked objectives. In this way, we can avoid undoing achieved goals, and hence, avoid getting stuck in loops. By systematically locking/unlocking objectives, it is possible to narrow down the set of possible actions, and therewith avoid the combinatorial explosion on the state space search.

In each cycle of the planning process the elements of the action sequence are generated one after another. Each action is determined in a process consisting of three consecutive steps: selection of achievable objectives, action pre-selection and action selection. Achievable objectives can be fulfilled with a single action in the current state of the environment. For each achievable objective the action pre-selection determines the corresponding actions and sorts out unreasonable actions. This list of actions is then handed to the action selection based on reinforcement learning. It decides on a single action from the list, and sends it to the environment for application.

Factory layout and product setup:
As an important step of the virtual prototyping of factories this layout is a significant aspect of the SVW framework. The factory layout contains instances of objects from the asset library. Each asset includes different variants of an object plus several properties to customize the object. The specified instance has a defined landing surface. This ground plane is used to place the instance on the floor or on top of other instances. Furthermore, one can define different types of connectors, which allow the alignment of two objects based on the axes of those connectors. They can be created e.g. from a planar surface, a hole center or a vertex.

The product to be made is setup as an assembly model – a collection of parts and sub-assemblies that function as a single unit. They are connected by assembly relationships, which control the component placement and the degree of freedom of the connection. To use a product, the product itself as well as its parts have to be contained in the asset library.

Overview of the framework:
The developed system consists of a series of modules that communicate with each other via a middleware. An overview is shown in Fig.1. The GUI module is not included; it interacts with all the other modules for the purpose of configuration and visual feedback.

The central component is the environment module. It manages the scene graph, as well as the current and previous states, and the static and dynamic parameters of the virtual worker. Thus it forms the data
base for the operations of all other modules. In addition, action validation methods have been integrated which calculate all permissible actions for a given state (see "Task planning algorithm").

The planning module calculates the necessary elementary actions (e.g.: go, carry, assemble, etc.) for the given complex tasks. For this purpose, an optimization algorithm is used to optimize the order of elementary actions based on predefined parameters. The path planning module calculates the shortest collision free path between the virtual human and a given target position through the current scene. Based on the anthropometric parameters of the worker, the path module is able to determine the accessibility of objects.

One of the more complex steps in the simulation of virtual human models is the generation of realistic and collision-free motion. Therefore, a method was developed which generates human motion based on parameterized motion spaces [2]. The motion spaces correspond to the elementary actions defined in the framework. The planning module generates the list of actions along with the corresponding parameters.

The MTM method was integrated for time standardization and evaluation of the work process. Furthermore, an ergonomic parameter is calculated for each pose based on the RULA method. The calculated simulation is visualized using keyframe animation (Fig.2).
Deduction of the work tasks:
The software “Autodesk® Inventor®” with its extension “Autodesk® Factory Design Utilities” offers the possibility of designing the product to be manufactured and the layout of the associated factory. Based on this data, our system derives the complex work task to assemble the product. In order to calculate a simulation within the SVW framework, one has to transfer the object definitions, their instances within the initial factory layout, and the process to manufacture the final product.

Definition of the objects
An object is defined by four mandatory attributes: id, name, group, and path to the geometry file. An object’s description is generated according to the assembly library and the instance variants. In addition, attributes such as weight, bounding box and contact points can be specified. Contact points are specific positions on the surface of the object on which it can be grabbed or assembled. The grab points must also be specified in Autodesk Inventor, while the assemble points are derived from the component description. Furthermore, for objects such as tables or workbenches, filing and work surfaces can be defined.

Definition of the scene objects
It contains all the essential information for the representation of the scene: included workers as well as objects. Note the differentiation between object and scene object. A scene object is the instantiation of an object in the scene. It has a unique scene-id and a reference to the object-id. A scene-id of a parent is used to model a scene graph. The location of a scene object is always given in the local coordinate system of the parent scene object.

Definition of the complex task
The task is derived from the assembly file of the product. In this file, components of an assembly are pairwise linked by predefined constraints. With the help of Autodesk Inventor, an exploded view is created. We use this view to calculate the assembly order in a semi-automatic method. The specified constraints are converted into a processing hierarchy. Within an SVW-task, the necessary parameters, such as the definition of specific object settings or target position settings, are defined using attributes. For each task additional conditions can be defined. On one hand, a specific execution sequence of tasks can be defined. On the other hand, the place where the task is performed can be specified.

Task planning algorithm:
The planning problem is formalized as a state space search in an abstract state space \( S \) (defined by the possible configurations of the environment) from a pre-defined initial state \( i \in S \) to some terminal state \( t \in S \). The terminal states \( T \subseteq S \) are defined as these states in which all terminal objectives are satisfied.

We give a general overview: the planning process consists of cycles, each of which returns a sequence of actions that transforms the initial state into a terminal state corresponding to the tasks (represented by the terminal objectives). Several cycles are performed to improve the quality of the results. In each cycle, the action sequences are generated iteratively, one action at a time. To determine an appropriate next action, each iteration performs the following three steps – objective pre-selection, action pre-selection, and action selection.

The general procedure of a single iteration is as follows: Based on the current state, the objective pre-selection compiles a list of currently relevant and achievable sub-goals (active objectives). This list is handed to the action pre-selection, which for each sub-goal selects actions that can be used to reach it. It is taken care that no actions are chosen that will undo already satisfied objectives. This list of actions is then handed to the action decision, a world agnostic decision algorithm that decides on a single action from the list, and sends it to the environment for application. Above iteration is repeated until a terminal state is reached (i.e. all terminal objectives are satisfied).

The process of pre-filtering actions is effective in largely reducing the size of the explored state space. We demonstrate the generation of an exemplary action sequence.
Conclusions:
The described plugin for the “Smart Virtual Worker” framework provides a user-friendly and intuitive application in the context of virtual prototyping of factories. For given descriptions of transport or assembly tasks the SVW computes action sequences to fulfill these tasks. An optimization procedure is used to find solutions that balance the requirements of efficiency and ergonomics according to the specifications of MTM and RULA. Since these scores can only be computed as we traverse the state space, world agnostic learning methods must be used to compute the solution. In this paper we present an action pre-selection mechanism to speed up the performance of such strategies.
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